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Abstract— Traffic accident severity prediction
supports emergency response and road safety
policy, but real-world adoption requires
reliable  performance  and  transparent
explanations. This paper presents an end-to-
end, reproducible machine learning pipeline for
multi-class accident severity prediction using a
large-scale crash dataset. The workflow
includes schema validation, missing-value
handling, stable categorical encoding, temporal
feature  extraction, class-imbalance-aware
learning, cross-validated model selection, and
explainability using SHAP. We benchmark
three  gradient-boosted  tree  ensembles
(XGBoost, LightGBM, CatBoost) using
balanced accuracy, macro precision/recall, and
macro Fl-score. LightGBM achieves the best
overall results (balanced accuracy 0.7028,
macro F1 0.4054). System testing is performed

across  pipeline integrity, preprocessing
stability,  performance  reliability, and
explainability ~ consistency to  validate

correctness and reproducibility. The resulting
framework provides both strong predictive
baselines and actionable interpretations for
severity-specific safety interventions.
Keywords— Traffic safety analytics; accident
severity  prediction; gradient  boosting;
LightGBM; class imbalance; explainable Al;
SHAP; system testing.
I. INTRODUCTION

Road traffic crashes remain a major public
safety challenge. Predicting the severity of an

accident can support faster triage, better
allocation of emergency resources, and
evidence-based prevention strategies.
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However, severity modelling is difficult
because severe outcomes are relatively rare and
depend on non-linear interactions among
temporal, spatial, infrastructure, and
environmental conditions. Traditional
statistical approaches offer interpretability but
can be restrictive on high-dimensional real-
world data. Modern machine learning (ML),
particularly gradient-boosted decision trees,
often improves predictive power on tabular
data, yet the resulting models must be made
explainable to build trust and enable actionable
safety insights. This paper targets both goals:
(i) benchmark multi-class severity prediction
using state-of-the-art boosting models; and (ii)
ensure end-to-end reliability and
interpretability through system testing and
SHAP-based explanations.
Il. RELATED WORK

Recent research reports strong performance of
ensemble learning for severity prediction on
structured crash datasets, while emphasizing
the importance of explainability and robustness
in safety-critical deployments. Explainable ML
using SHAP is increasingly used to quantify
feature contributions at global and local levels,
bridging predictive accuracy with transparency.
Our study follows this direction by
benchmarking XGBoost, LightGBM, and
CatBoost, and by validating the pipeline
through system-level tests that check both data
and explanation stability.

11. DATASET AND PROBLEM
FORMULATION
A. Dataset
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Experiments use a large-scale US traffic
accident dataset with millions of records. Each
record includes time and location information
and contextual attributes such as road elements
and weather. Severity is labelled as an ordinal
impact level from 1 (least impact) to 4 (most
severe impact).

B. Learning Task

Given a feature vector x describing accident
context, the objective is to predict the multi-
class severity label y € {1,2,3,4. Because class
frequencies are imbalanced, model evaluation
prioritizes balanced accuracy and macro-
averaged metrics to reflect minority-class
performance.

IV. METHODOLOGY

A. Preprocessing and Feature Engineering
The pipeline applies schema validation,
consistent datatype enforcement, and missing-
value treatment. Temporal fields are expanded
into  categorical ~ features  (start_month,
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start_year, start_hour, start day) to capture
seasonality and exposure. Categorical variables
are encoded with stable mappings learned from
the training set and re-used unchanged at
inference to prevent leakage and drift.

B. Models and Training

We train three gradient-boosted tree models:
XGBoost, LightGBM, and CatBoost.
Randomized search with cross-validation is
used to reduce sensitivity to a single split and
to obtain stable estimates. Class imbalance is
handled using class/sample weighting during
training and cross-validation.

C. Explainability (SHAP)

To interpret predictions, SHAP explanations
are computed for the selected best model and
validated for stability. Global SHAP
summaries rank feature contributions across
the dataset, while local explanations highlight
factors driving a specific high-severity
prediction.
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Fig. 1 End-to-End ML Pipeline and System Testing Design

V. EXPERIMENTS AND RESULTS

A. Benchmark Metrics

Models are evaluated on a held-out test set
using balanced accuracy, macro precision,
macro recall, and macro F1-score. In addition,

2250-3676

ijesatji@gmail.com

confusion matrices, ROC curves, and
precision—recall curves are used to diagnose
class-wise behaviour for high-severity classes.
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TABLE |
OVERALL BENCHMARK SUMMARY (TEST SET)
Model Balanced Macro Macro Recall | Macro F1-Score
Accuracy Precision
XGBoost 0.6894 0.3852 0.6894 0.3919
LightGBM 0.7028 0.3930 0.7028 0.4054
CatBoost 0.6337 0.3587 0.6337 0.3454
TABLE Il
CLASS-WISE PERFORMANCE FOR LIGHTGBM (TEST SET)
Class TP FP FN TN Precision | Recall F1-Score
1 12,654 93,755 786 1,433,957 | 0.1189 0.9415 0.2108
2 717,965 42,964 509,782 | 270,441 0.9435 0.5849 0.7210
3 179,536 | 263,657 79,701 | 1,018,258 | 0.4051 0.6925 0.5132
4 24,122 206,499 16,606 | 1,293,925 | 0.1046 0.5923 0.1765
Macro - - - - 0.3930 0.7028 0.4054
Avg

Fig. 2 Model Performance Comparison (Balanced Accuracy, Macro F1, MCC, ROC-AUC)
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Fig. 3 Normalized Confusion Matrices (XGBoost, LightGBM, CatBoost)
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Fig. 4 ROC Curves (One-vs-Rest) for Severity Classes
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Fig. 5 Precision—Recall Curves for Severity Classes
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Fig. 6 Per-Class Recall and Precision across Models

B. Benchmark Findings

LightGBM achieved the best macro-averaged
performance (balanced accuracy 0.7028, macro
F1 0.4054), followed by XGBoost and
CatBoost. Across models, class 2 and class 3
show substantially higher F1-scores than
classes 1 and 4, reflecting the difficulty of the
most severe and least severe classes under class
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imbalance. The confusion matrices and PR
curves confirm that minority high-severity
cases remain challenging, motivating both
targeted imbalance-aware training and careful
operational thresholds.

VI. EXPLAINABILITY AND SYSTEM
RELIABILITY

A. Global and Local Explainability
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SHAP explanations are used to translate model
behavior into feature-level contributions.
Global SHAP summaries for the best model
highlight the most influential drivers, including
temporal exposure variables (start_year,
start_month, start_hour), geographic proxies
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demonstrate how these factors combine to
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Fig. 7 LightGBM SHAP Summary Plot (All Classes)

B. System Testing and Reproducibility

System testing validates end-to-end correctness
beyond traditional software tests. The pipeline
is tested in four dimensions: (1) pipeline
integrity (successful raw-data-to-SHAP
execution), (2) data quality and preprocessing
stability (schema, missing values, categorical
mappings, time-feature extraction), (3) model
performance and reliability (metric thresholds,
variance/overfit  checks, stability  under
sampling), and (4) explainability verification
(SHAP consistency, alignment with model
importances, visualization integrity). These
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checks confirm that results are reproducible
under fixed random seeds and robust to minor
data variations.

VII. CONCLUSION

This paper presented a tested, explainable ML
pipeline for multi-class traffic accident severity
prediction.  Benchmarking  shows  that
LightGBM provides the strongest overall
macro-averaged performance on the evaluated
dataset, while the full suite of plots and per-
class metrics reveal remaining challenges for
the most severe class. By integrating SHAP-
based interpretability and system-level tests for
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reproducibility and stability, the work delivers
both reliable baselines and actionable insights
for severity-specific road safety interventions.
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